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Storage Element
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SE and SC’s

• Performance on local and grid Sides.
• Ease of use shock (if clusters are large error

amplifiers, what are storage clusters)
• Can a large number of groups do this?
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OSG Deployment Status

• Gridcat shows one SE on the OSG.
– USCMS T1 facility at FNAL.

• Not on GridCAT, but existing
– BNL Atlas T1 has SE software
– Six CMS T2’s have SEs (3 in current SC)
– Perhaps not a  comprehensive list.

• FNAL General facility soon.
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SE software status

• Dcache (FNAL/DESY)
– Accepted by US CMS, US Atlas T1 facility, outside

the US.
– Support not available to general OSG sites.
– Acceptance at LCG t1 and T2 sites.

• DRM (LBNL)
– Evaluated at Florida in OSG context.
– In the VDT.
– Used by STAR/Evaluated at Florida

• CASTOR
• DPM -- From Europe. -- Used in the US?
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Tour of SE issues

• Still -- Scalable IO with minimal data
movement.  (Deployment and use errors)

• Management of space.
• Fault mitigation
• Micro-scheduling

– Management of spindle.
– Management of socket resources
– Management of local network congestion.

• Application role in firewall traversal
– Firewalls and NAT’s
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Software -- or -- Is The
Perfect the enemy of

the Good.
• Many claims of replicated services.

– What help is our integration framework?
– RFT <-> SRMCP
– Name space

• Standardized Stanzas of web services
v.s. standardized web services
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US R&E Networking

• ESNet, Abilene loom large
• Available “open” infrastructure

– Fiber Infrastructure Projects.
– Open Model Optical Exchanges.
– Initiatives integrating the above.

• Network and systems research involving
custom provisioning.

• Practical initiatives by various institutions.
• Various last mile problems.
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Internet2
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Other Waves (LHCnet
partners)
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Alternate Paths,
Production

• Important to link
data centers to the
wide area properly.

• OSG can play a role
in achieving an
overall integration
that is useful for our
VO’s
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Summary(1)

OSG is to deliver a grid from components that
are mature enough to integrate.

Storage
– Deliver on notion of storage element.
– Debate (at the blueprint level about modified

storage element)
– Maturing software and delivery in the context of

LHC
– Integrated performance can be considered quite

good, but not near potential.
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Summary(2)

• A networking monitoring program has begun.
• There examples of the creation and use of

advanced infrastructures
– DISUN/Ultralight model is there,and supported by

NSF. Relied on by the HEP program.

• Its is also important to do as well as we can
to exploit well-provisioned conventional
networks.
– Grid framework should be apropos to Network

provisioning plans.
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Summary (3)

• Data Management
– Need to foster belief that Wide area connections

and associated storage elements  are
• More available
• More performant
• And are implemented well on the OSG and its partners.

• This is possible, but is separate work from
technology development.
– Hardening of technology
– Demonstration by production people
– Management of expectations.


